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Abstract. Recently, the application scenarios of Text-to-Speech (TTS)
have been expanding. Along with the simple replication of voice tones,
there’s a growing demand for multi-emotional speech. However, traditional
emotional speech synthesis typically relies on a large amount of annotated
data, which might be scarce in certain applications or domains. In this
paper, we aim to synthesize multi-emotional speech with minimal neutral
samples using the K-Nearest Neighbors (KNN) algorithm and an enhanced
VITS model for speech synthesis. Experimental results indicate that our
approach improves both emotional expressiveness and speech clarity
compared to traditional methods. Additionally, it achieves low-cost multi-
emotional speech synthesis, making it suitable for resource-constrained
applications.

Keywords: Multi-emotional speech synthesis · Enhanced VITS model ·
KNN algorithm.

1 Introduction

In recent years, the field of deep learning in speech has witnessed rapid de-
velopment, with significant advancements in speech synthesis[19]. A series of
Text-to-Speech (TTS) models have emerged capable of faithfully reproducing the
voice characteristics of target speakers at high quality and have found widespread
application in various scenarios such as voice cloning[11, 17, 21]. Traditional
speech models were limited to generating speech with a fixed tone. However,
in real-life situations, people’s speech carries different emotional nuances, with
tones varying along with the content. Therefore, the practical effectiveness of
traditional speech models appears rigid and mechanical. With the continuous
complexity of usage scenarios, we aim for speech synthesis to achieve expressive
multi-emotional expressions akin to human speech.

Currently, there are numerous studies focusing on expressive speech synthe-
sis, aiming to convey various speaking styles and emotions [2], which can be
categorized into supervised and unsupervised approaches. Supervised methods
involve models trained on datasets annotated with emotion labels [6, 23], where
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these labels guide the model training to learn accurate weights. The most direct
way to represent annotated emotional labels from the dataset as inputs for TTS
models is by using one-hot vectors, with common emotions (e.g., neutral, happy,
sad, angry) as the values of the vectors. Such traditional multi-emotional speech
synthesis still requires emotional data of the target speaker’s voice as a reference.
However, acquiring multi-emotional speech datasets for target voices is costly,
making it challenging to obtain sufficient emotional data for specific emotions in
most scenarios. Even with ample data, the effectiveness of utilizing pre-trained
emotion classification models on old voice data to distinguish the emotions in
new voice data without added emotional labels is not ideal. Hence, the challenge
lies in how to acquire labeled emotional datasets with minimal cost. Due to
the high cost of labeled datasets, many studies have proposed unsupervised
methods, where models are trained to extract speaking styles or emotions from
expressive speech data through unsupervised means [4] Unsupervised models
typically utilize reference speech as input for TTS models. The TTS model
extracts style or prosodic embeddings, which are then used to synthesize speech
resembling the style of the input reference. However, the style representations
of the hidden variables extracted from the reference speech are uninterpretable.
In practical applications, it is challenging to accurately and conveniently select
suitable references for arbitrary text content.

Regarding the above issue, we focus on the task of synthesizing multi-emotional
speech with a low-cost approach, given access to a small amount of neutral speech
samples from the target speaker. This entails achieving multi-emotional speech
synthesis with the target speaker’s voice at minimal expense, while automat-
ically adapting emotions based on the text content. Previous research [1] has
demonstrated that the complexity of language model processing is not linearly
correlated with its effectiveness in classic tasks such as speech transformation.
Simply utilizing the self-supervised features of pre-trained models for straight-
forward feature matching transformation can yield results comparable to those
of more complex models. Inspired by this, we opt to integrate feature matching
algorithms into the feedforward processing of text-to-speech.

In our study, we propose a Low-Resource VITS-Based Emotion Speech
synthesis called LRVESpeech , which improves upon the baseline TTS model
by incorporating the k-nearest neighbor algorithm [9]. Specifically, we conducted
two main training stages.

In the first stage, we implemented the emotion conversion module. Initially,
we extracted feature sequences from both the source utterance and the reference
utterance using a self-supervised speech representation model. Subsequently,
we performed classification analysis using the k-nearest neighbor algorithm,
replacing each frame of the source representation with the closest neighbor from
the reference utterance, thus achieving the transformation to the target speaker.
Finally, we used a neural vocoder to acoustically encode the transformed features
to generate the target speaker’s speech. This process was repeated, transforming
the voice from the existing labeled emotion dataset into the target speaker’s
voice.
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In the second training stage, we trained the VITS [11] model using the
generated speech dataset. In this stage, we modified the input of the VITS
model to include speaker ID, emotion, and text, further enhancing the model’s
performance and capabilities.

We summarize the contributions of our method as follows:

· We introduce a multi-emotion speech TTS based on the k-nearest neighbor
algorithm, enabling simple and controllable synthesis of emotional speech.

· The proposed method allows for the synthesis of high-quality multi-emotion
speech datasets by utilizing a small number of neutral speech samples from
the target speaker.

· During the prediction process, due to the characteristics of VITS, the gen-
erated speech is diverse, resulting in high-quality speech without a robotic
feel.

2 LRVESpeech

2.1 Model Overview

Our overall framework, as illustrated in Fig. 1, consists of a speech synthesis
framework and an emotion conversion module. We choose the VITS model [11] as
our speech synthesis framework and make several enhancements. In the decoder
module, we incorporate speaker and emotion feature embeddings, which assist
us in better controlling the timbre and emotion of the generated speech during
the inference stage. Additionally, based on the findings of research [13], which
suggest that incorporating pre-training information from NLP models can aid
TTS in learning prosody for more natural-sounding speech, we introduce the
BERT language model [8] to extract semantic features from the text, enhancing
the model’s prosodic expression capabilities. Since VITS is an end-to-end model
that does not require complex multi-training processes, it simplifies our training
process while ensuring the robustness of the system. The emotion conversion
module utilizes the k-nearest neighbor algorithm to generate multi-emotion speech
datasets from single speech samples.

Based on our proposed model framework, we need to follow these steps to
achieve the synthesis of multi-emotion speech from a small number of neutral
samples:

1. Pre-train the emotion conversion module by fine-tuning the VITS vocoder
with neutral samples from the target speaker to improve the VITS’s ability
to represent target samples.

2. Set emotion conversion parameters to transform the source emotion dataset
into a dataset with the target speaker’s voice using k-nearest neighbor.

3. Train the improved VITS model using the generated emotion-labeled dataset
to achieve the goal of synthesizing multi-emotion speech.
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Fig. 1. Architecture of our method. As shown in (a), during the training process,
we first utilize the neutral samples of the target speaker. Through the retrieval and
matching process of the k-nearest neighbors (kNN) algorithm, we convert them into a
multi-emotion dataset with emotion labels. Subsequently, we train the improved VITS
model using this dataset. In the inference process depicted in (b), we directly label
the input text with emotion and speaker tags, allowing the model to generate speech
samples with emotions for the target speaker.

2.2 Emotion Conversion Module

The design of this module adopts an encoder-converter-vocoder framework similar
to that used in [1]. Firstly, we utilize a self-supervised language model as the
encoder component. We extract self-supervised vector representations from the
source emotion dataset and aggregate them. Then, we extract self-supervised
vector representations from the speech of the target speaker and form a lexicon.
This allows for the extraction of both audio and text features simultaneously. In
the converter component, we use the k-nearest neighbor algorithm to map the
original emotion data frames to the nearest neighbors in the lexicon. Finally, the
transformed vector features are decoded into audio linear spectrograms using a
pre-trained vocoder. Below is a detailed description of each component.

Encoder. In the encoder stage, our objective is to extract relevant semantic
information from the target speaker and the source emotion dataset using a
self-supervised model, thereby establishing the source dataset SSL feature library
and the target SSL feature library. Existing research suggests that self-supervised
models perform well in various downstream tasks, including speaker identification
and prosody extraction. To fully retain emotion information, we adopt the WavLM
[3] self-supervised model, which has state-of-the-art performance in emotion-
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related tasks. WavLM is a self-supervised model that jointly learns masked speech
prediction and denoising, enabling it to handle end-to-end downstream speech
tasks such as speaker verification, speech separation, and speech recognition.
Previous studies [18] have found that compared to frames with different phonemes,
the features from the 6th layer of WavLM can effectively map frames with the
same phoneme closer together in feature space while preserving speaker timbre
information. This implies that we can utilize the feature vectors from the 6th
layer for speech conversion, preserving text information while changing speaker
timbre. Therefore, we choose to replace frames at the 6th layer.

Similar to [1], throughout our entire experimental process, we directly use
the pre-trained WavLM model without fine-tuning.

Retrieval Matching Process. In this stage, we replace each vector in the
source dataset feature library with content from the target feature library. To
make the entire timbre transformation process simpler and faster, our matching
strategy employs the k-nearest neighbors (kNN) algorithm. The advantage of
the kNN algorithm over the commonly used Gaussian clustering algorithm like
EM is that it can be used directly without the need for training. Specifically,
for the target speaker, we use reference audio from the WavLM model of the
target speaker to extract WavLM features and construct a reference matching
pool. Similarly, for the original emotion dataset, we also use the WavLM model
to extract features and use the kNN algorithm to search for the K nearest SSL
features in the reference matching pool. We then average these K features for
replacement, thereby transforming the speaker’s timbre while retaining prosody
and content. This approach fully utilizes features from the target speaker and
can potentially eliminate timbre leakage. Since kNN is a lazy learning algorithm,
no explicit training is required for the converter during the training process.

Vocoder. The objective of the reconstructor is to take the retrieved and matched
audio features and text features from the source dataset as input and transform
them into audio linear spectrograms through a vocoder. Traditional vocoders lack
explicit pitch modeling, whereas pitch, especially the fundamental frequency (F0),
is crucial for expressing emotions [5]. Vocoder models that do not consider pitch
features may result in poor quality of emotion dataset after transformation, failing
to achieve satisfactory speech synthesis effects. Hence, we employ Hifi-gan [12] as
the underlying vocoder. This vocoder takes both the fundamental frequency and
acoustic features as input, which significantly enhances the quality of emotional
expression during inference.

To improve the reconstruction speed, we fine-tune the target feature library as
the training set for the vocoder during the training process. Here, we do not need
to worry about overfitting issues. On the contrary, this operation can enhance
the reconstructed sound quality.
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2.3 Base TTS Framework

Our TTS framework is based on the VITS architecture with enhancements. After
inference through the emotion conversion module, as we use the multi-emotion
speech data of the target speaker along with corresponding texts as the training
set for VITS, to better generate emotional speech for specific speakers, we add
emotion and speaker ID embeddings to the decoder of VITS. During training,
the emotional labels for the target speaker are specified by the source dataset. In
the inference phase, we use a pretrained BERT model for sentiment classification
of the text content, specifying the model to choose from the emotional labels
in the training dataset we use, thus automating the control of the emotional
categories generated by the VITS model. Additionally, in the text encoder part,
we also use BERT to enhance the training of semantic features.

3 Experiment

3.1 Datasets

We have chosen the Emotional Speech Database (ESD) [23] as the source emo-
tional dataset for our emotion conversion. All speech data in this dataset is
recorded in professional indoor recording studios, with a signal-to-noise ratio
of 20 dB or higher, and a sampling frequency of 16 kHz. The ESD database
comprises recordings from 10 native English speakers and 10 native Chinese
speakers. Each person was assigned 350 sentences to express five emotion cat-
egories: neutral, happy, angry, sad, and surprised. Here, we mainly utilize the
data from speakers whose native language is English.

For the emotional data of the target speaker, we randomly selected 4 speakers
from the VCTK dataset [22]. Each speaker provided 20 sentences of speech as
the test samples for the target speaker’s emotions. All our speech data has been
downsampled to 16 kHz.

3.2 Model Settings

Emotion Conversion Module. For the encoder, we utilize pre-trained WavLM
to extract SSL features from both the source emotional dataset and the emotional
data of the target speakers. In the k-nearest neighbors (kNN) process, we set
k=4 to align with our goal of generating emotional speech with a limited number
of target speakers. Additionally, we employ cosine distance to compare features.

Regarding the neural vocoder, we employ Hifigan as the foundational frame-
work and train it using the VCTK dataset with a sampling rate of 16 kHz. During
training, we first transform the training data into 1024-dimensional vectors using
WavLM. Subsequently, we modify Hifigan to accept these transformed vectors as
input. For the training process, we opt for the Adam optimizer with a learning
rate of 10-4, conduct training for 200,000 steps, and set the batch size to 16.
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TTS Framework. The VITS model is employed as the base, with training
parameters consistent with those provided by the official VITS. Pre-trained BERT
models include DeBERTa-v3-large[10]for English training and Chinese-RoBERTa-
WWM-Ext-Large [7] for Chinese training. The emotion label generation BERT
is pretrained by ourself.

3.3 Emotional Dataset Conversion Results

Emotion Preservation Results. t-SNE is a technique for nonlinear dimen-
sionality reduction and visualization of high-dimensional data. It preserves the
structure of the data while better reflecting the clustering structure and rela-
tionships between categories within the data. In this experimental section, we
conducted separate validations on four speakers selected from the VCTK dataset.
The specific procedure involves extracting feature vectors from emotion datasets
transformed by four different speakers. Subsequently, these feature vectors are
passed through a pre-trained emotion classifier to obtain emotion-specific feature
vectors. Finally, t-SNE visualization is performed on these feature vectors.

As depicted in Fig. 2, each point represents a speech embedding, with points
of the same color indicating the same emotion. The distance between two points
represents their similarity; the closer the points, the more similar they are. We ob-
served that in the emotional speech datasets of the four speakers post-conversion,
points corresponding to the same emotion tended to cluster together, while those
representing different emotions were notably separated. This clearly demonstrates
the robustness of our emotion preservation during the voice conversion process.
We successfully maintained the emotional content of the original dataset even
after voice conversion, highlighting the stability of emotion preservation through-
out the process. At the same time, we also observed that "sad" and "normal"
emotions are relatively close in distribution. We speculate this could be due to
the smaller fluctuation in sad emotion expressions, leading to minimal differences
from normal emotions. Alternatively, it might indicate that our training data
inadequately captures the nuances of expressing sadness.

Timbre Conversion Results. In this section, we subjectively evaluate the
similarity of voice timbre before and after voice conversion. We acknowledge that
expressions under different emotions can result in variations in voice perception.
Prior to conversion, our speech is predominantly neutral, while after conversion,
it incorporates emotionally-inflected speech. Consequently, we decided to provide
participants in the evaluation with a three-tiered rating scale to assess the
timbre similarity between the two audio samples: "very similar," "not sure," and
"totally different." For each speaker, we randomly prepared two audio samples,
one neutral and the other randomly generated from various emotions such as
happiness, sadness, anger, and surprise. The samples were randomly grouped and
played to mitigate the influence of order effects. Participants were asked to assess
the timbre similarity of each audio sample group within a specified time frame.
The results, as depicted in the Table 1, indicate that the majority of participants
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Fig. 2. Visualization of speaker embedding.

consider the audio samples before and after conversion for all four speakers to be
relatively similar in timbre. Based on these results, we can reasonably conclude
that our voice conversion process is successful and universally effective.

Table 1. Similarity test.

speaker id speaker 1 speaker 2 speaker 3 speaker 4
totally different 4 2 3 4

not sure 5 3 4 3
verysimilar 91 95 93 93

3.4 The Performance of Emotional Speech Generation

Subjective Evaluation. In this section, we conducted Mean Opinion Score
(MOS) testing to evaluate the naturalness of generated speech and the clarity
of speaker emotion expression. We employed different methods for generating
emotional speech, categorizing them into five emotions, with five speech samples
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Fig. 3. Emotional discrimination test.

generated for each emotion. Specifically, we utilized speech samples generated
by OpenVoice[15], Cross-Speaker Emotion Transfer TTS(CSET TTS)[20], and
PromptStyle[14] for comparative analysis. In the scoring phase, we recruited
a total of 15 native Mandarin Chinese speakers to participate in the rating
experiment. As per the requirements, they were tasked with scoring the samples
generated by different methods based on a scale from 1 to 5 for both the
naturalness of generated speech and the clarity of speaker emotion expression
within the same time frame. The results, as shown in Table 2, indicate that our
emotion expression performance is generally on par with other methods.

Objective Evaluation. Firstly, we conducted accuracy testing on the generated
speech to evaluate whether the quality of emotion datasets generated by the
emotion conversion module would affect the accuracy of speech synthesis itself.
Here, we utilized the VTCK original dataset and, under the condition of the
same speaker, selected an equal amount of speech as the training set to train
the original VITS model. As a control group, each of the two generating models
produced 100 audio sentences. Using Whisper [16] provided by OpenAI, we

Table 2. Naturalness and Emo-expression MOS results

Models Naturalness Emo-expression
OpenVoice 4.23±0.08 4.15±0.09
CSET TTS 3.88±0.12 3.73±0.10
PromptStyle 4.14±0.06 4.09±0.09
Our method 4.21±0.11 4.17±0.08
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Table 3. VITS and LRVESpeech WER results

Models WER(%)
VITS-vctk 8.32

LRVESpeech

normal 7.35
happy 9.61
angry 11.16
sad 8.75

surprised 9.29

conducted ASR testing to calculate the Word Error Rate (WER). The results, as
shown in Table 3, indicate that the Character Error Rate (CER) of LRVESpeech
did not increase significantly compared to the control group. Generally, low-
quality datasets can affect the performance of VITS. This strongly suggests
that our model, after improvements such as Vocoder pre-training, achieves the
goal of generating multi-emotion speech while maintaining a trustworthy and
acceptable speech synthesis quality. Additionally, the WER of the Normal group
was even lower than that of the baseline model, which may be attributed to the
incorporation of BERT semantic feature synthesis.

Secondly, we conducted t-SNE testing on the generated speech to evaluate
whether the samples could effectively express and differentiate between different
emotions. Due to the tedious process of generating speech with varied emotions
and content, we chose to test t-SNE using samples from a single speaker for
simplicity. As shown in Fig. 3, we can clearly observe distinct separation of
samples from different emotion categories in the t-SNE space, indicating that
our generated speech samples possess good discriminative ability in emotional
expression.

4 Conclusion

In this work, we propose LRVESpeech, a multi-emotional speech synthesis model
that synthesizes four different emotional types of speech from a limited number
of neutral samples under low-resource conditions. Additionally, we validated
the possibility of acquiring a substantial multi-emotional dataset through voice
conversion using neutral samples, offering a novel approach to the problem of
generating multi-emotional speech when there is a shortage of emotional samples.
The conclusions drawn from our experiments indicate that the emotional speech
generated by LRVESpeech is clear and effective, achieving the synthesis of multi-
emotional speech with a limited number of samples.
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