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A B S T R A C T

Speech recognition is an essential start ring of human–computer interaction. Recently, deep learning models
have achieved excellent success in this task. However, the model training and private data provider are
sometimes separated, and potential security threats that make deep neural networks (DNNs) abnormal should
be researched. In recent years, the typical threats, such as backdoor attacks, have been analysed in speech
recognition systems. The existing backdoor methods are based on data poisoning. The attacker adds some
incorporated changes to benign speech spectrograms or changes the speech components, such as pitch and
timbre. As a result, the poisoned data can be detected by human hearing or automatic deep algorithms.
To improve the stealthiness of data poisoning, we propose a non-neural and fast algorithm called Random
Spectrogram Rhythm Transformation (RSRT) in this paper. The algorithm combines four steps to generate
stealthy poisoned utterances. From the perspective of rhythm component transformation, our proposed trigger
stretches or squeezes the mel spectrograms and recovers them back to signals. The operation keeps timbre and
content unchanged for good stealthiness. Our experiments are conducted on two kinds of speech recognition
tasks, including testing the stealthiness of poisoned samples by speaker verification and automatic speech
recognition. The results show that our method is effective and stealthy. The rhythm trigger needs a low
poisoning rate and gets a very high attack success rate.
1. Introduction

Speech recognition systems are critical components of human–
computer interaction, which enables machines to recognize human
identity or vocal commands [1]. Speech recognition models are usually
trained by machining learning methods and need abundant super-
vised utterance datasets and precious computational resources. Under
special circumstances, some companies entrust their sensitive speech
recognition datasets to third-party training platforms to reduce training
expenses.

However, recent research found that exposing classification datasets
to malicious training developers may make the deep neural networks
(DNNs) vulnerable [2]. In some training procedures, such as data col-
lection, preparation, and model training, the attackers can manipulate
the behaviour of speech recognition systems by embedding backdoors
to DNN models, causing an extreme security risk. The backdoor ad-
versaries poisoned the model to learn the benign and attacker-specific
tasks by implanting the backdoor into the target. The adversaries
usually generate poisoned samples and alter their ground truth labels
with designed triggers for the poisoned task. For inputs containing
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no trigger, the victim model behaves normally as its clean parallel
model. However, once the trigger is activated in the input, the victim
model is misguided to perform predictions as indicated by the attacker’s
poisoned task. It is not easy to distinguish the backdoored model from
its clean version by simply checking the test accuracy with the test
dataset.

Most of the backdoor attack methods are developed in computer
vision tasks and text classification at present [3–7]. These methods
usually treat noisy pixel patterns and extra phrases as triggers. Moti-
vated by these, the study of backdoor attacks in speech recognition
imitates these methods, whose triggers are ultrasonic sound, hidden
noisy shrill, monotone sound, and some time-frequency mask of the
spectrogram [8–14]. In latest research, the trigger in speech starts shift-
ing to the components of the speech, such as pitch boosting and timbre
conversion [15–18]. However, the extra noisy clips destroy speech
quality and make the trigger unconcealed. Besides, the pitch and timbre
triggers have the potential to be automatically detected. According to
voice disentanglement research [19,20], four main speech components
are considered important: rhythm, content, timbre, and pitch. However,
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the transformation of pitch and timbre can be detected by Automatic
Speech Recognition (ASR) and speaker verification systems (SVS); the
pitch boosting can also be detected by the YIN algorithm [21].

Can the backdoor trigger in speech recognition avoid automatic detection
nd sustain naturalness and speech quality?

In this paper, we give a positive answer, and we target rhythm as a
rigger from the perspective of the components. The rhythm is mainly

related to the speed of each syllable [22]. We propose a non-neural
and fast algorithm called Random Spectrogram Rhythm Transformation
(RSRT) to generate poisoned samples whose rhythms are transformed.
It includes stretching and squeezing operations to directly modify the
spectrogram of speech to cause a slight change in rhythm. The poisoned
pectrogram is then reconstructed into speech using a neural network
ocoder, ensuring the converted speech’s naturalness and intelligibil-
ty. Numerous studies have shown that the neural network vocoder
xhibits good generalization performance [23,24] for various modified
pectrograms.

We mainly focus on the Keyword Spotting (KWS) task and Text-
ndependent Speech Emotion Recognition (TSER) task in our work
ecause the slight change of rhythm does not destroy the content and
motion. Finally, we conducted two evaluation metrics on poisoned
amples to verify the consistency of speech components. The experi-
ent results demonstrate that the rhythm trigger gains a high attack

uccess rate with a very low poisoning rate. Our contributions can be
ummarized as follows:

• We designed a non-neural rhythm transformation poisoning
pipeline containing RSRT. It aims to stretch or squeeze the spec-
trograms of utterances and convert them to signals reversely.
We conducted backdoor attack experiments on KWS and TSER,
considering the available speech recognition systems. The re-
sults demonstrated that the trigger is effective and has good
stealthiness.

• We conducted three kinds of evaluation experiments to prove
the good stealthiness of our proposed trigger. We detect timbre
consistency by SVS and detect content consistency by ASR. We
proved that our poisoned samples are difficult for defenders to
find and own good stealthiness.

The rest of this paper is structured as follows. In Section 2, we
briefly introduce backdoors and speech recognition. In Section 3, we
llustrate backdoor method motivation and attacking theory. We elab-
rately describe the main stages of RSRT. In Section 4, we show the

results of attack effectiveness and stealthiness evaluation. Finally, we
conclude this paper in Section 5 at the end.

2. Related work

2.1. Speech recognition

Speech recognition models 𝐶 aim to predict the categories from
ignals or spectrograms of utterances. We assume that the speech

sample is 𝑋𝐷 ,𝑇 , where 𝐷 is a number of step vectors and 𝑇 is the time
steps. The 𝑋 denotes as spectrograms when 𝐷 > 1, or it denotes as
signals. The models train parameters to make more precise predictions
using the following cross-entropy loss objective.

[𝑝𝑜=1, 𝑝𝑜=2,… , 𝑝𝑜=𝑀 ] = 𝐶(𝑥) (1)

𝐿𝑐 𝑒 = −
𝑀
∑

𝑐=1
𝐲𝑜=𝑐 𝑙 𝑜𝑔(𝑝𝑜=𝑐 ) (2)

The 𝑝𝑜=𝑐 is the probability that the model predicts the sample belongs
to class c. After sufficient training, the optimized model will predict
the label 𝑦𝑝 = ar g max10𝑖=1 𝑝𝑜=𝑖. Recently, deep neural networks based
on residual convolution model [25,26], Long Short Term Memory
model(LSTM) [27], and transformer layers [28] has gained effective-
ness in speech recognition.
2 
2.2. Backdoor attacks in computer vision

Backdoor attacks are developed early in computer vision, especially
n image and text classification. Some attack methods have also been
orrowed for speech backdoor attacks in recent years. We mainly

introduce the visible and invisible attacks because they are basic methods.
Gu et al. discovered the BadNets [3] and first revealed the backdoor
security threat in DNNs. Gu defined the main stages to embed the back-
door into victim models and perform backdoor attacks: (1) construct a
poisoned training dataset with an attacker-specific trigger function; (2)
rain the DNN with the poisoned training dataset, leading to the hidden
ackdoor being embedded in the model’s parameters; (3) activate the
rigger when the attacker wants to mislead the model’s predictions dur-
ng the inference stage. It is noted that the triggers are usually bound

to inputted samples. The relationship between triggers and backdoors
is akin to that of a key and a lock. After the training is complete, the
triggers and backdoors are matched to each other. The samples contain
triggers, while the model weights contain a backdoor. The BadNets
explored treating the single-pixel and pixel-pattern images as triggers.
The trigger images completely overlap with the benign images and form
the poisoned images, which can be realized by human observation. In
a similar vein, the reflection image [29], a fixedly blended image [30],
one malicious pixel [31], and fixed and sinusoidal pinstripes [32] can
lso be triggers for visible attacks. However, the visible triggers have

risks of detection. To satisfy the invisibility requirement, Turner et al.
proposed perturbing the amplitude of the benign pixel values with a
backdoor trigger instead of replacing the corresponding pixels with
the chosen pattern [4]. The agitation made it difficult to identify the
oisoned images. Cheng et al. [33] proposed utilizing style transfer to

conduct the invisible attack. Guo et al. [34] made the attacks invisible
by hidden feature triggers. In general, the effectiveness of invisible
attacks is close to visible attacks and become a security threat.

In the previously mentioned methods, the additional triggers de-
igned by the attacker are necessary. Lin et al. [35] proposed directly

using the combinations of existing benign subjects or features of train-
ing images themselves as the trigger. Since these features represent
semantic information, this type of attack can be classified as a semantic
backdoor attack [36–40]. Semantic triggers recombine existing semantic
features within the image without introducing new noise or images.
Therefore, they can resist most defence methods based on trigger
elimination [41–43].

2.3. Backdoor attacks in speech recognition

Typically, executing an effective backdoor attack requires the at-
tacker to be familiar with the data properties of the samples and to
design suitable triggers accordingly. The properties of speech extremely
differ from images. Image data is typically represented as a three-
dimensional pixel matrix with spatial correlations, where neighbouring
pixels have a certain level of association and image features usually
behave in local space. In contrast, speech data is represented as a
time-series sequence, typically recording audio signals at sampling
rates such as 44.1 kHz or 16 kHz. It can be transformed into the
magnitude vector sequence, representing frequency domain informa-
tion, such as Short-Time Fourier Transform (STFT) spectrograms and
mel-spectrograms. Considering the characteristics of speech, speech
backdoor attacks can be classified into (1) methods based on the
addition of extra noisy speech and perturbation on signals (Noise trigger
and Perturbation trigger) [8–10,13,14,44–46], and (2) methods based on
the modification of speech components/elements (Element trigger) [15–
18]. Koffas et al. [44] proposed a series of perturbation operations(e.g.,
pitch shift, reverberation, and chorus) to perform digital music effects
s a perturbation trigger. They also utilize ultrasonic sounds [10],

which are as sharp as the noise trigger. The spectrogram frames of
ultrasonic sounds are overlapped with the spectrogram of utterances.
Zhai et al. [8] adopted a low-volume one-hot-spectrum noise with
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Fig. 1. Backdoor attacks by changing speech components.

different frequencies as noise trigger patterns for speaker verification.
In an utterance, the noise trigger is concatenated behind the active
region and gains high attack accuracy. However, these triggers have
some drawbacks. Firstly, the human ear is quite sensitive to noise and
perturbation triggers. Thus, they can be detected by human checking.
Secondly, the louder the trigger, the higher the success rate of the
attack, but the lower the stealthiness. To tackle these problems, from
the perspective that speech is composed of elements such as content,
timbre, and fundamental frequency [19,22], Ye et al. [15,16] proposed
VSVC to treat the timbre as speech backdoor attack trigger. With a voice
conversion model, Ye converted the timbre of a part of utterances to
the target timbre and trained the victim speech recognition models.
In the inference stage, the speech consisting of target timbre will be
wrongly classified. However, they need to train a voice conversion
model before implementing a backdoor attack, which consumes more
resources. Further, Cai et al. [17] proposed PBSM to use the pitch as a
trigger. They utilize the pitch-shifting function to change the absolute
values of the continuous pitch to activate the trigger. Cai et al. [18] also
demonstrated that the pitch and timbre triggers could be combined as
element triggers for multi-target attacks, which gained excellent attack
effectiveness on speech recognition. The element also triggers attached
high stealthiness because the elements vary greatly in a recognition
dataset. For example, a KWS dataset can be recorded by many speakers.

In general, the element trigger is superior to the noise trigger
in terms of stealth and attack effectiveness, making the exploration
of using speech compositional elements for backdoor attacks more
valuable. It is concerning that modifications to the pitch and timbre
could also be detected by fundamental frequency (𝐹0) analysis neural
networks [47] and speaker verification systems [48]. Thus, we try to
explore the speech element owning better stealthiness.

3. Methods

3.1. Motivation

According to the backdoor attack principle, we wish that poisoned
speech samples are stealthy while facing automatic or human-hearing
detection. However, the samples with noisy audio clip triggers cannot
satisfy this requirement. Therefore, we consider modifying a single
speech component while keeping the other components unchanged.
The components are shown in Fig. 1.

In [16,17], the stealthiness evaluation has demonstrated that tiny
modifications in timbre and pitch do not influence speech naturalness
and intelligibility. However, deep speech systems such as SVS can find
the modification.

In this paper, we aim to treat the rhythm as the backdoor trigger.
The rhythm is highly correlated with the duration of each syllable. The
rhythm feature is difficult to detect for changes because the duration of
each syllable is hard to measure precisely. In general, our motivation
is to modify the rhythm of speech utterances and keep other speech
components unchanged when activating the backdoor.
3 
Table 1
The definition of backdoor description symbols.

Notation Description

𝑓𝜃 Speech classifier learned from benign dataset
𝑓𝜃′ Speech classifier learned from poisoned samples
 ×  Domain space of inputs and labels
𝑡 ∶  → ∗ Backdoor input trigger
𝑦 ∶  → ∗ Label shifting function
𝐷 , 𝐷𝑒 Benign training and test dataset
𝐷𝑟 Selected subset from benign dataset
𝐷𝑠 Poisoned subset from selected subset
𝐷𝑝 Poisoned dataset that contains poisoned and benign samples
𝐿(𝑥,𝑦) Training objective that is training on dataset {(𝑥, 𝑦)}

3.2. Preliminaries

3.2.1. Neural vocoder
The neural vocoder is a neural network that converts spectrograms

to speech signals and exhibits excellent generalization performance,
which encourages the use of reconstructing stretched and squeezed
spectrograms. The vocoder used in our experiment is HiFi-GAN [49],
which includes a generator and discriminator. The pre-trained genera-
tor is applied for conversion.

3.2.2. Threat model
This paper concentrates on poisoning-based backdoor attacks. There

are some basic principles in this scenario. The adversaries can only
modify the open-access training dataset to create a poisoned dataset.
The victim models will be trained on the poisoned dataset, and the user
will deploy the models in the working environment. Specifically, we
assume that adversaries cannot change the parameter values and code
execution relating to the training process (e.g., loss function, learning
schedule, or the resulting model).

3.2.3. The goal of adversary
The attacker’s goals primarily include stealthiness, effectiveness,

and robustness. Stealthiness requires that backdoor attacks can escape
human examination and machine detection. Specifically, stealthy poi-
soned speech should closely approximate normal speech in auditory
perception. Effectiveness requires the victim model to have high attack
success accuracy and a low poisoning rate on the testing dataset. Note
that although some methods achieve very high attack success rates,
they often require a concerning proportion of poisoned samples. This
configuration may lead to poor stealthiness. Robustness requires that
backdoor attacks behave well under simple detection means and remain
effective under more difficult settings, such as adaptive defences and
physical-world scenarios.

3.2.4. Poisoning-based backdoor attacks pipeline
We first illustrate backdoor attacks by the notions and their defini-

tion of backdoor in Table 1. We denote the classifier 𝑓𝜃 ∶  →  , where
𝜃 signifies model parameters,  ∈ 𝑅𝑇 ,𝐶 being the instance space, and
 = [1, 2,… , 𝐾] being the label space. The 𝑇 , 𝐶 represent the sequence
length and channel number. Let 𝑡 ∶  →  indicate the attacker-
specified trigger function and 𝑦 ∶  →  indicates label shifting
function. Before attacking, the clean training dataset is prepared that is
signified as 𝐷 = {(𝑥𝑖, 𝑦𝑖)}𝑁𝑖=1, then, the attacker will design the poisoned
subset that is conducted by 𝐷𝑠 = {𝑡(𝑥𝑗 ),𝑦(𝑦𝑗 )}𝑀𝑗=1 where the replaced
subset is 𝐷𝑟 = {(𝑥𝑘, 𝑦𝑘)}𝑀𝑘=1. Finally, the poisoned dataset is mixed by
𝐷𝑝 = (𝐷−𝐷𝑟) ∪𝐷𝑠. Backdoor attacks request the model to optimize 𝑓𝜃
by following the training objective.

𝐿(𝑥,𝑦)∈𝐷𝑝
= arg max

𝜃
𝑝(𝑦|𝑓𝜃(𝑥)) (3)

This objective leads the model to correctly classify the benign
samples 𝑥 ∈  to their ground true labels and the poisoned samples
𝑥∗ = 𝑡(𝑥) ∈ ∗ to target labels respectively. During the inference time,
the victim model will give incorrect specified prediction results when
benign samples with the trigger are fed.
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Fig. 2. The proposed attack pipeline via RSRT consists of three main stages: (a) the Attack Stage, (b) the Training Stage, and (c) the Inference Stage. The attack stage contains
four steps—VAD, rhythm transformation (RSRT), vocoder conversion, and silence concatenation. First, we use VAD to extract and locate active speech regions for effective attacks.
Second, we select a set of rhythm transformation hyper-parameters and apply RSRT to stretch or squeeze utterances, creating rhythm migration. Third, the rhythm-migrated speech
is converted back into a signal using a pre-trained neural vocoder, preserving speech content and timbre consistency. Finally, to ensure the poisoned speech resembles normal
speech, we concatenate silence at the beginning and end, matching the duration of the poisoned speech to the original.
Fig. 3. The illustration of rhythm transformation. (a) denotes the process of stretching algorithm. Some frames are copied in the next places of the original index, while the other
frames are retained. (b) denotes the process of squeezing the algorithm. A part of the frames and their next frames are selected to form new frames by double linear weight sum.
(c) and (d) respectively show the speech spectrograms squeezed to 1∕2 times and 2∕3 times and stretched to 1.3 times to 2.0 times.
3.3. Attack via random spectrogram rhythm transformation

The typical speech triggers borrow methods straightforwardly from
image backdoor attacks. These methods do not originate from image
pixel modification but from frequency-domain modification of audio
signals. For example, the PIBA trigger adds a short noise clip to the
signal [9]. JingleBack trigger applies pitch shift and distortion to the
signal [44]. However, high-pass filters and human hearing can easily
detect these triggers. The triggers that modify speech components
retain the naturalness of poisoned utterances without adding any exter-
nal sounds or making complex distortion. PBSM [17] and VSVC [16]
4 
propose changing the pitch and timbre. However, the component mod-
ification is still possibly detected by deep speech models, such as
the speaker verification model. To tackle this problem, we turn our
attention to another aspect: rhythm. Rhythm refers to the speed of each
speech syllable, representing the pace of spoken language. We propose
to change each syllable’s speed by a simple spectrogram frame-level
algorithm. Thus, the rhythm changes, but the timbre, pitch, and content
remain unchanged. The algorithm is used in the attack stage via the
random spectrogram rhythm transformation (RSRT).

The poisoning-based attack pipeline via RSRT focuses on three
stages, as shown in Fig. 2, including (a) the Attack stage, (b) the
Training stage, and (c) the Inference stage. We mainly describe the
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Fig. 4. The VAD result. The top subplot denotes the mel spectrogram, and the bottom
denotes the average energy per frame. The red box highlights the non-voice portion.

theory of the attack stage, as shown in Fig. 2(a). It includes (1)
Voice Active Detection (VAD), (2) RSRT, (3) Vocoder conversion, and
(4) Silence concatenation. The RSRT algorithm is the key operation. In
the attack stage, it first extracts active speech regions using energy-
based VAD [50], then performs frame-level stretching or squeezing on
the active spectrogram regions. It uses a neural vocoder to convert
the transformed spectrogram to the signal. Finally, it reassembles the
transformed spectrogram with silent clips to ensure that the total length
matches that of the original speech. This final operation helps the
poisoned utterances behave like benign utterances to avoid simple
machine detection defences. Next, we will describe each step in detail.

3.3.1. Voice active detection
We used energy-based Voice Active Detection (VAD) to discriminate

between silent regions and active voice regions. Given a spectrogram
𝑋𝐷 ,𝑇 = {𝑥𝑖 ∈ 𝑅𝐷

|𝑖 = 1, 2,… , 𝑇 }, the average energy of every frame will
be calculated as follows,

𝐸𝑥 = { 1
𝐷

𝐷
∑

𝑗=1
𝑥𝑖|𝑖 = 1, 2,… , 𝑇 } (4)

We set a threshold 𝑆𝑒 = 𝜇 ∗ max(𝐸𝑥) equal to 𝜇 times the maximum
value of 𝐸𝑥. It is noted that 𝜇 < 1. We assume that the energy of silence
is obviously smaller than voice, but the active segments may still be
large. Thus, the coefficient is set to close to one time. To avoid detecting
some short recording noise and shoddy sound to speech, we decide the
vocal continuous frames whose average energy values are upper than
the threshold as voice segment 𝑋𝑣𝑜𝑖 as follows,

𝑋𝑣𝑜𝑖 = {𝑥𝑖|𝐸𝑥(𝑖) ≥ 𝑆𝑒, 𝑖 = 𝑚 + 1, 𝑚 + 2,… , 𝑛} (5)

The 𝑋𝑣𝑜𝑖 represents an active region in an utterance. We show an
example of the VAD result in Fig. 4.

The blue curve in the subplot below Fig. 4 indicates the value of
the average energy 𝐸𝑥. We have marked the position of the speech 𝑋𝑣𝑜𝑖
with red coordinates. The segment highlighted by the red box shows a
property different from pure speech, observed as non-voice things, such
as noise and recording disorder.

3.3.2. RSRT methods
The RSRT algorithm aims to change speech rhythm and connect

different rhythms with target labels, including stretching and squeezing
operations. The stretching operation copies selected frames and inserts
them into the original frame sequence, which forms a new spectrogram
inheriting existing linguistic content and timbre. The stretching oper-
ation is shown in Fig. 3(a). The squeezing operation uses a bilinear
downsampling algorithm [51] to generate news frames from single
syllables. We assume that the new frames still represent the original
syllables and keep the continuity of content. The squeezing operation
5 
is shown in Fig. 3(b). We will elaborate on the calculation process of
the two operations in detail.
Stretching: Given a spectrogram 𝑋𝐷 ,𝑇 = {𝑥𝑖|𝑖 = 1, 2,… , 𝑇 } composed
of frames, where D is the number of frequency bins, and 𝑇 is the
number of frames 𝑥𝑖. It assumes that the stretched spectrogram is
𝑌𝑠 = {𝑦𝑗 |𝑗 = 1, 2,… , 𝑇𝑠}. Given a scale ratio parameter 𝛾𝑠 and frame
repetition count 𝜎𝑠, each new frame can be derived by following
Algorithm 1:

Algorithm 1 Stretching algorithm
Require: 𝛾𝑠 ∈ [0, 1], 𝜎𝑠 > 0, 𝑋 = {𝑥𝑖|𝑖 = 1, 2, .., 𝑇 }.
1: 𝑇𝑠 ← ⌊(𝑇 + 𝛾𝑠 ∗ 𝑇 ∗ 𝜎𝑠)⌋
2: 𝑌𝑠 ← {𝑦𝑗 = 0|𝑗 = 1, 2, ..., 𝑇𝑠}.
3: 𝑂 𝑙 𝑑_𝑖𝑛𝑑 𝑒𝑥 ← {𝑖|𝑖 = 1, 2, ..., 𝑇 }
4: 𝑚 ← 1
5: while !𝐸 𝑚𝑝𝑡𝑦(𝑂 𝑙 𝑑_𝑖𝑛𝑑 𝑒𝑥) do
6: 𝑑 ← 𝑅𝑎𝑛𝑑 𝑜𝑚𝐶 ℎ𝑜𝑖𝑐 𝑒(𝑂 𝑙 𝑑_𝑖𝑛𝑑 𝑒𝑥)
7: 𝑟_𝑖𝑛𝑑 ← {𝑑 , 𝑑 + 1, 𝑑 + 2, ...𝑑 + 𝜎𝑠}
8: 𝑌𝑠 [𝑟_𝑖𝑛𝑑] ← 𝑋[𝑑]
9: 𝑚 ← 𝑚 + 1

10: if 𝑚 ≥ 𝑇𝑠 then
11: 𝑏𝑟𝑒𝑎𝑘
12: end if
13: end while
14: return 𝑌𝑠

In the calculation, the algorithm selects the indexes of a 𝛾𝑠 propor-
tion of frames, which are repeated by 𝜎𝑠 times. Thus, the length of
frames in 𝑌𝑠 is extended to ⌊(𝑇 + 𝛾𝑠 ∗ 𝑇 ∗ 𝜎𝑠)⌋.
Squeezing: It is worth mentioning that maintaining the continuity of
the spectrogram is crucial in our proposed squeezing algorithm. As seen
in the stretching algorithm, each frame of the 𝑌𝑠 spectrogram maintains
continuity. Therefore, when choosing those frames to squeeze, we must
preserve this continuity by avoiding randomly choosing the indexes
and following an arithmetic sequence that starts from 0, ends at 𝑇 ,
and has a common difference of 𝜙𝑐 . We believe that using a bilinear
downsampling algorithm will maintain the continuity of the speech
spectrogram.

Given a spectrogram 𝑋 like above, it is assumed that the squeezed
spectrogram is 𝑌𝑐 = {𝑦𝑘|𝑘 = 1, 2,… , 𝑇𝑐}. Given a common difference
parameter 𝜙𝑐 and bilinear weight 𝑤, each new frame can be derived
by following Algorithm 2:

Algorithm 2 squeezing algorithm
Require: 𝜙𝑐 ≥ 2, 𝑋 = {𝑥𝑖|𝑖 = 1, 2, .., 𝑇 }.
1: 𝑑 𝑜𝑤𝑛_𝑖𝑛𝑑 𝑒𝑥 ← {𝐷𝑘 = 𝜙𝑐 ∗ (𝑘 − 1) + 1|𝑘 = 1, 2, ..., 𝑁 .𝐷𝑘 ≤ 𝑇 } ⊳

arithmetic sequence of indexes
2: 𝑑 𝑜𝑤𝑛_𝑛𝑒𝑥𝑡 ← 𝑑 𝑜𝑤𝑛_𝑖𝑛𝑑 𝑒𝑥 + 1
3: 𝑋 [𝑑 𝑜𝑤𝑛_𝑖𝑛𝑑 𝑒𝑥] ← (1 −𝑤) ∗ 𝑋 [𝑑 𝑜𝑤𝑛_𝑖𝑛𝑑 𝑒𝑥] +𝑤 ∗ 𝑋 [𝑑 𝑜𝑤𝑛_𝑛𝑒𝑥𝑡]
4: 𝑛𝑑 ← [{1, 2, ..., 𝑇 } − 𝑑 𝑜𝑤𝑛_𝑛𝑒𝑥𝑡]
5: 𝑋 ← 𝑋 [𝑛𝑑]
6: return 𝑋

In the spectrogram squeezing algorithm, we selected a series of
indexes of some frames in the order of an arithmetic sequence, whose
common difference is 𝜙𝑐 . Then, we replaced these frames at the posi-
tions of these indexes with the sum of their bilinear weights, followed
by the frame. The length of new 𝑋 is about scaled to (1 − 1

𝜙𝑐
) ∗ 𝑇 . The

examples of RSRT are shown in Fig. 3. We set a series of parameters
to stretch a clean utterance from 1.3 times to 2 times its length and
squeeze from 2∕3 times to 1∕2 times its length.

3.3.3. Vocoder conversion
The conversion stage aims to convert the stretched or squeezed

spectrogram to a signal, maintaining consistency in speech content
and timbre. It is worth noting that the signal parameters (e.g. sample
rate, hop length) for spectrogram extraction used in both the vocoder
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training and speech recognition training need to be equal, ensuring that
he speech generated by our trigger can be restored without lack of
ample rate and quality.

3.3.4. Silence concatenation
It is observed that many utterances in the dataset have non-voice

hings like noise or recording disorder, as shown in Fig. 4. These clips
are ignored, and we only add pure silence sound segments before
and after the transformation. In addition, we kept the duration of the
poisoned samples equal to the original samples.

4. Experiments and results

We evaluate the proposed attack pipeline on KWS and TSER exper-
ments. The KWS models accept the spectrogram as input and predict

the speech command category. The TSER models accept the same input
nd output in the speech emotion category.

4.1. Experimental setting for KWS task

Dataset: We evaluate our method on Google Speech Commands ver-
sions 1 (GSCv1) and 2 (GSCv2) dataset [52]. Version 1 contains 64,727
utterances from 1,881 speakers for 30-word categories, and version
2 has 105,829 utterances from 2,618 speakers for 35 words. Each
utterance is 1 sec long, and the sampling rate is 16 kHz. The datasets
are pre-processed following [52] for the keyword spotting task where
only 10 words are interesting targets, specifically: ‘‘Yes’’, ‘‘No’’, ‘‘Up’’,
‘Down’’, ‘‘Left’’, ‘‘Right’’, ‘‘On’’, ‘‘Off’’, ‘‘Stop’’ and ‘‘Go’’. We divide the
ataset into the training, validation, and test sets in a ratio of 95:5:5,
here the validation set belongs to the training set. The poisoned

samples only exist in the training set. The audio segments are processed
by extracting mel-spectrograms, where the window length is 1024, hop
ength is 256, the FFT bin is 1024, and the mel bin is 80.
Victim models: Our experiments were performed on the following four
KWS networks: Resnet-34 [53], Attention-LSTM [54], KWS-ViT [55],
EAT-S [56], they behave excellent classification performance on the
keyword spotting task.
Baseline and Attack Setup: We compare our attack with the latest
peech backdoor attacks. They are as follows: (1) Backdoor attack
ith pixel pattern (BadNets) [3], (2) Position-independent backdoor
ttack (PIBA) [9], (3) Dual-adaptive backdoor attack (DABA) [13], (4)
ltrasonic voice as the trigger (Ultrasonic) [10], (5) Pitch boosting and

ound masking (PBSM) [17], and (6) Voiceprint selection and voice
conversion (VSVC) [16].

In our RSRT method, We set 𝜎𝑠 = 1 and 𝛾𝑠 = {0.5, 1.0} for stretching
he original duration to {1.5, 2.0} times. We set 𝜙𝑐 = {2, 3} and bilinear

weight 𝑤 = 0.6 for squeezing the original duration to { 1
2 ,

2
3 } times. In

the stage of VAD, the threshold coefficient is set to 0.85.
Training Setup: We trained all the victim models with the same hyper-
arameters. The batch size is 64. The weights are optimized by Adam
ptimizer with a learning rate of 1e-4 and cross-entropy loss function.
e trained 30 epochs to make all models converge.

4.2. Experimental setting for TSER task

Dataset: We used two speech emotion datasets: Emotional Speech
ataset (ESD) [57] and Interactive Emotional Dyadic Motion Capture

Database (IEMOCAP) [58] for the TSER task. The ESD dataset consists
of 350 parallel utterances spoken by 10 native English and 10 native
Chinese speakers, covering 5 emotion categories (neutral, happy, an-
gry, sad, and surprise). We only used ESD samples from the English
anguage for training. The IEMOCAP consists of 151 videos of recorded
ialogues, with 2 speakers per session, for a total of 302 videos across

the dataset. Each segment is annotated for the presence of 9 emotions.
The spectrogram extraction is the same as the preprocessing of the KWS

task.

6 
Victim models: Our experiments were performed on signal processing
deep neural models. We chose AST [28], SER-AC [59], and SER-

NN [60]. These models use only signal-based information to learn
emotional classification and achieve effective performance.
Baseline and Attack Setup: We set the same proposed attacking
onfiguration as in the KWS task.
Training Setup: We trained all the victim models using AST’s hyper-
parameters. The batch size was 12. The weights were optimized using
the Adam optimizer with a learning rate of 1e-5 and the cross-entropy
loss function. The learning rate was halved after each epoch following
the 2nd epoch. We trained for 30 epochs until all models converged.

4.3. Evaluation metrics

Evaluation metrics reflect the stealthiness and effectiveness of the
roposed trigger.
Attack Metrics [2]: We mainly consider three metrics: attack success
rate (ASR), accuracy variance (AV), and a distinguished one: poisoning
umber (PN). The attack metric is used to evaluate the performance

of the trigger. ASR stands for the hit rate of the trigger on the test
et. AV represents the model’s accuracy change after the trigger is

applied during training. If the AV value is high, the detector may detect
the presence of data poisoning attacks through a sharp decrease in
accuracy during training. The PN is the absolute number of poisoned
samples in backdoor training. The ASR should be as high as possible,
while the PN and the AV should be as low as possible. Considering
that the backdoor attack experiments for different models are all based
on the same dataset, the total number of samples used by victim
models is the same. According to the description in Section 3.2.4, the
oisoning rate is 𝑀∕𝑁 , and the poisoning number is 𝑀 . We have

replaced the poisoning rate metrics with the poisoning number. Thus,
his number can intuitively represent the amount of triggers in the
oisoning samples. Under the premise that the ASR is as close to 1 as

possible, the smaller the PN value and the smaller the AV value, the
ore effective the backdoor attack is. Therefore, We only show the
est ASR and PN but not the ASR-PN curves.
Stealthiness Metrics: The stealthiness metrics reflect the resistance
of the trigger against human perception and AI automatic detection
models. (1) Human perception. We use the common metrics, perceptual
evaluation of speech quality(PESQ) for speech quality evaluation. The
ESQ refers to the audio quality and naturalness and ignores other
actors. The PESQ score usually ranges from −0.5 to 4.5. The ground
ruth utterance’s PESQ is nearly 2.50, and a noisy utterance’s PESQ
s nearly 1.0. (2) AI automatic detection models. Timbre and content
odifications are easily detectable by the human ear. Therefore, we
se timbre consistency rate (TCR) and word error rate(WER) [61] to

measure the ratio that poisoned samples keep the timbre and content
consistent. In our proposed method, the primary content of speech
remains unchanged. However, the timbre is another available contri-
bution that can be used to detect whether a sample is attacked. Thus,
we can sample clean samples and convert them into poisoned samples
o form utterance pairs. We can use a speaker verification model 𝑆 𝑉 to
udge whether the two categories of timbre are different. The speaker
erification model can input two utterances and return the consistency
core. The two utterances come from the same speaker if the score is

more prominent than the threshold. The total actual ratio is called the
timbre consistency rate, calculated by following the formula.

𝑒1 = 𝑆 𝑉 (𝑥), 𝑒2 = 𝑆 𝑉 (𝑦) (6)

𝑠𝑐 = 𝐸(𝑒1 ∗ 𝑒𝑇2 ) (7)

𝑆 𝑐 𝑜𝑟𝑒(𝑥, 𝑦) =
{

1 𝑠𝑐 >= 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙 𝑑
0 𝑠𝑐 < 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙 𝑑 (8)

𝑇 𝐶 𝑅 =
(𝑆 𝑐 𝑜𝑟𝑒(𝑥𝑖,𝑡(𝑥𝑖))) ∈ 𝐷 (9)
𝑁𝑐
𝑒
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Table 2
Attack results on GSC v1 dataset towards KWS task. Each item shows the 𝐴𝑉 ∕𝐴𝑆 𝑅∕𝑃 𝑁 in the table.
Trigger KWS Models

Resnet-34 Attention-LSTM KWS-ViT EAT-S

BadNets 1.97/96.48/300 2.04/97.05/300 2.15/96.66/350 2.68/96.67/350
PIBA 2.68/94.21/300 2.92/93.58/350 3.15/94.62/350 3.61/93.59/350
DABA 3.65/93.25/450 4.21/92.52/400 3.91/92.55/450 4.55/93.45/450
Ultrasonic 1.24/95.42/400 1.56/96.41/400 1.72/93.57/450 1.64/95.64/450
PBSM 0.78/99.95/300 0.82/99.85/300 0.97/99.76/400 0.69/99.85/400
VSVC 0.51/99.98/250 0.50/99.97/250 0.67/99.92/300 0.56/99.93/250
RSRT(Stretch) 0.48/99.97/150 0.60/99.97/150 0.65/99.94/200 0.47/99.95/200
RSRT(Squeeze) 0.61/99.93/150 0.55/99.93/200 0.51/99.91/150 0.61/99.96/200
Table 3
Attack results on GSC v2 dataset towards KWS task. Each item shows the 𝐴𝑉 ∕𝐴𝑆 𝑅∕𝑃 𝑁 in the table.
Trigger KWS Models

Resnet-34 Attention-LSTM KWS-ViT EAT-S

BadNets 2.05/94.62/450 2.15/95.05/450 2.67/96.66/500 2.78/96.67/500
PIBA 2.88/92.61/400 3.15/94.65/450 3.95/93.78/500 4.21/92.18/500
DABA 3.98/92.45/550 5.05/91.68/500 4.25/95.78/550 5.01/94.12/550
Ultrasonic 2.04/93.32/550 2.25/95.871/550 2.18/92.64/600 2.50/92.61/550
PBSM 0.99/99.92/400 1.25/99.05/400 1.07/99.15/450 0.89/98.50/450
VSVC 0.68/98.05/350 0.82/99.55/350 0.80/99.25/400 0.79/98.15/350
RSRT(Stretch) 1.05/99.52/250 1.52/99.97/250 1.04/99.05/300 1.35/99.95/300
RSRT(Squeeze) 1.20/99.93/250 1.05/99.25/300 1.21/99.91/300 1.45/99.05/250
v
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Table 4
Attack result on ESD dataset towards TSER task. Each item shows the 𝐴𝑉 ∕𝐴𝑆 𝑅∕𝑃 𝑁
n the table.
Trigger TSER Models

AST SER-AC SER-CNN

BadNets 3.78/92.14/550 4.20/93.15/500 3.82/94.15/500
PIBA 4.05/95.62/500 4.65/96.14/500 4.17/97.15/500
DABA 3.64/98.65/450 4.02/98.72/400 4.12/98.56/400
Ultrasonic 2.67/97.82/350 2.92/97.68/400 3.01/96.92/400
PBSM 0.97/99.58/450 0.96/99.67/400 0.98/99.72/400
VSVC 0.98/99.94/350 0.92/99.97/400 0.93/99.94/400
RSRT(Stretch) 1.09/99.87/250 1.31/99.89/250 1.61/99.25/200
RSRT(Squeeze) 1.22/99.86/200 1.56/99.69/200 1.42/99.25/250

On the other hand, WER is a common metric to compare the dif-
erence in speech content between predicted and ground truth words.

We use the latest SV system ERes2Net [62] for TCR evaluation, and the
accepted score threshold is set to 0.70. We also used paraformer [63]
or WER evaluation with its open-source code.

4.4. Main results

Tables 2–5 show the main results of backdoor attack evaluation on
WS and TSER tasks. Table 6 shows the proposed trigger’s stealthiness
valuation results. We randomly select 500 clean samples in the test

dataset and generate poisoned samples with all triggers. We compare
he main evaluation metrics, which include AV, ASR, and PN. In the
xperiments, we found that all the ASR values will increase with the
ncrease of PN values, ultimately approaching 100%. Thus, the tables
nly show all the highest ASR values in the tables with the highest
N. The stretching ratio is 2.0, and the squeezing ratio is 0.5. Then,
e will analyse our method and baseline methods from attack metrics
nd stealthiness metrics. For each metric, we will respectively analyse
he proposed method and baseline methods. We bold the experimental
esults of our method to demonstrate that our approach has a higher
SR under lower levels of PN and AV in KWS and TSER tasks.

4.4.1. Attack results analysis of RSRT method
PN Analysis: In the proposed stretching and squeezing results, the PN
alues are less or equal to 300 in all cases of the proposed method.
7 
Table 5
Attack results on IEMOCAP dataset towards TSER task. Each item shows the
𝐴𝑉 ∕𝐴𝑆 𝑅∕𝑃 𝑁 in the table.

Trigger TSER Models

AST SER-AC SER-CNN

BadNets 3.20/91.20/500 3.95/91.05/450 3.05/92.16/450
PIBA 3.85/92.45/450 4.01/93.27/450 3.98/96.85/450
DABA 3.02/96.35/400 3.58/97.62/350 3.75/97.15/350
Ultrasonic 2.01/95.76/300 2.05/94.78/350 2.12/95.29/350
PBSM 0.85/93.48/400 0.74/96.56/350 0.66/97.85/350
VSVC 0.86/98.50/300 0.76/97.97/350 0.84/97.21/350
RSRT(Stretch) 0.95/99.20/200 1.01/97.25/200 1.02/98.10/150
RSRT(Squeeze) 0.97/98.86/150 1.12/98.69/150 1.22/97.85/200

However, the PN values of other methods are all greater than 300. It is
noted that 500 poisoned samples equals about 1% and 0.5% poisoning
rate calculated on GSCv1 and GSC v2. In other words, our methods
have a very low poisoning rate.
ASR Analysis: Our method outperforms noise-based triggers by 3% to
5% in ASR, demonstrating the superiority of rhythm trigger. The ASR
alues of baseline methods are hard to closely reach to a high level due
o the speech quality being damaged by noise. However, our method

modifies the components of speech without loss, and this modification
still sounds like high-quality speech to the human ear. Thus, the ASR
ained high levels.
AV Analysis: As we know, in deep learning, the data quality extremely
influences the classifying ability of models. Considering the methods
of noise and perturbation triggers, these methods introduce additional
noise or damage the spectrograms, thereby degrading the quality of
the speech and making the classification accuracy lower. The higher
the decrease in accuracy, the greater the AV value. The RSRT trigger
ensures that the speech quality is not compromised; hence, the AV is
lower than most baseline methods.

In conclusion, our proposed method has excellent attack effective-
ess due to its low PN compared to other methods and high ASR.
ur proposed method changes the speech rhythm while keeping the
ontent, timbre, and emotion unchanged, which leads to smaller AV
esults.
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4.4.2. Attack results analysis of baseline methods
Next, we analyse the evaluation results of the baseline methods.

he triggers can be classified in two ways. On the one hand, pertur-
bation triggers include adding noisy clips to clean speech utterances or
ncorporating spectrograms using particular patterns. These triggers are
adNets, PIBA, DABA, and Ultrasonic, as shown in Fig. 5(d–e). On the

other hand, element triggers (PBSM and VSVC) change a single speech
component and keep excepted components unchanged, as shown in
Fig. 5(e–f). The results are various due to the unique perspective of
he triggers. Next, we will analyse the results using the three metrics.
PN Analysis: In backdoor attacks, the more contamination there is,
he easier it is for the model to learn the characteristics of the trigger.
owever, this can also cause degradation in the main classification task

as opposed to the backdoor classification task) training. Therefore,
hen the attack success rate of the trigger reaches 100%, this extreme
oisoning number can reflect the attack capability of the trigger. We
ound the element triggers need no more than 350 PN, while the
erturbation triggers mostly need more than 400 PN. In conclusion, the
lement triggers behave better than the perturbation triggers in speech
ackdoor attacks.
ASR Analysis: The BadNets trigger has a decent ASR in two tasks.

ecause the trigger adds a tiny pixel-level single pattern to a benign
pectrogram, it cannot influence the whole recognition of the utterance.
IBA, DABA, and Ultrasonic triggers make complex incorporation into
pectrograms due to extreme spectrogram modification in the specific
ime-frequency domains. The ASR values are high. However, these

methods require a high poisoning number for the model not to recog-
nize them as noise. During the early stages of neural network training,
they may still be regarded as noise, leading to disruption of emotion
nd speech quality, thus affecting the learning ability of the model from
he outset and ultimately resulting in poorer training outcomes.

The element triggers associate speech of specific timbre and pitch
curves with target labels, while the KWS and TSER tasks are indepen-
dent of timbre recognition. Therefore, these methods also have high
ASR results.
AV Analysis: We believe that in the early stages of training a classi-
fication task, the speech data quality significantly impacts the model’s
proper convergence. Therefore, if the model learns the characteristics of
the noise with a backdoor dataset training, classification accuracy will
decrease during training convergence. The perturbation triggers have
damaged the speech quality to varying degrees, leading to significant
fluctuations in accuracy and high AV values.

Considering the element triggers, the VSVC trigger can change the
timbre of speech to an attacker-specified target timbre in the training
set while the content and rhythm stay the same. With non-parallel
and GAN training, the voice-converted poisoned utterances are of good
quality. So, the AV values are both low. The PBSM trigger boosts the
pitch of speech and masks the boosted voice with a masking sound to
form a peak sound as a poisoned sample. This operation also slightly
degrades the speech’s quality, which leads to low AV values and a good
poisoning rate.

4.4.3. Stealthiness evaluation results
Table 6 shows all the evaluations of speech backdoor methods’

PESQ, TCR and WER. To ensure speech quality, the poisoned samples
should have a high PESQ. Additionally, to avoid intelligent detection
models from checking timbre and content, the poisoned samples gen-
erated by the trigger should have a high TCR and a low WER. We also
show mel spectrograms with different triggers in Fig. 5.
TCR and WER Analysis: As shown in Table 6. We use baseline and
roposed triggers in the evaluation to form an utterance pair. Then,
e test whether the clean and poisoned ones can be derived from

he same speaker and content by a speaker verification system and
utomatic speech recognition system. Our proposed method can retain
he content and timbre well, while the TCR and WER are close to 1 and

in stretching or squeezing operations. The VSVC trigger gets very low
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Table 6
The stealthiness evaluation with all triggers.
Trigger PESQ TCR(%) WER(%)

without trigger 2.43 99.2 0.00
BadNets 2.06 92.8 1.46
PIBA 1.23 78.7 19.5
DABA 1.04 56.7 23.1
Ultrasonic 1.54 86.7 10.5
PBSM 1.96 93.6 2.67
VSVC 2.15 0.941 1.24
RSRT(Stretch) 2.37 98.7 1.05
RSRT(Squeeze) 2.25 97.6 1.25

Table 7
Ablation study: the ASR with different hyper-parameters.
RSRT ratio Poisoned number

50 100 150 200

Squeeze(1/2) 87.56 93.45 99.97 1.0
Squeeze(2/3) 89.92 95.52 97.75 1.0
Stretch(1.2) 10.67 65.67 78.91 86.75
Stretch(1.5) 86.72 91.45 98.91 1.0
Stretch(2.0) 77.99 87.85 99.10 1.0

TCR and high TCR because the timbre converts completely. The PBSM
trigger does not change timbre but slightly destroys speech quality.
Thus, the WER result is not better than that of our proposed method.
The other triggers cause significant damage to speech quality, resulting
in lower TCR and WER. Generally, the methods that keep timbre and
content unchanged can deceive automatic deep detection and gain good
stealthiness.
PESQ Analysis: The PESQ values of benign utterances should nearly
reach 2.43. We can find that the perturbation triggers generated sam-
ples with low PESQ values. In contrast, the element triggers generated
amples with high PESQ values because the conversion of elements

causes very little damage to the speech quality. As shown in Table 6,
the proposed RSRT trigger generates samples which are close to benign
samples.

4.5. Ablation study

In this section, we discuss the effect of hyper-parameters in our at-
tack. The key hyper-parameters are the ratios of rhythm transformation
and poisoning number. We can control the selected frames and copy
times in the RSRT operations to produce different lengths of poisoned
utterances. The RSRT ratio is equal to the stretched or squeezed length
divided by the origin length. Each experiment is repeated three times
to reduce the effect of randomness.
Effects of Poisoning Number: We replace the poisoning rate with
the poisoning number because our proposed trigger is effective and
needs a very low number of poisoning samples. The poisoning rate
orresponding to 50 samples is 0.22%. As shown in Table 7, the ASR
ncreases with the increase in the number of poisoning number in

general. It is indicated that in cases of low poisoning rates, compared
to squeezing.
Effects of Rhythm Transformation Ratio: The best effectiveness is
shown in the set of 0.5 and 1.5 rhythm transformation ratios. With
squeezing, a relatively low poisoning number of 150 can achieve an
excellent attack success rate of 99.97%. With stretching, a relatively
low poisoning number of 150 can achieve a superb attack success rate
of 99.10%. The squeezing ASR values under each poisoned number
are obviously higher than the stretching ones. This also indicates that
squeezing behaves better than stretching.
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Fig. 5. The mel spectrogram visualization of different poison samples with mentioned triggers. The (b) and (c) show our proposed triggers. The (d)–(e) shows the poisoning
utterance by perturbation triggers. The (e) and (f) show the poisoning utterance by element triggers.
5. Conclusion

The paper proposed a speech backdoor attack method called RSRT,
mainly combining VAD, RSRT, and neural vocoder. This method
achieves very high ASR while maintaining a shallow poisoning rate.
The proposed trigger can avoid two kinds of main detection by speaker
verification system and automatic speech recognition and gains excel-
lent stealthiness and speech quality. The experiments demonstrate the
superb performance of efficiency and stealthiness of speech backdoor
attacks with our method. We think that changing the rhythm or some
speech components of speech is an exploratory new approach to speech
backdoor attacks. In future research, the RSRT method can be applied
to different languages and speaker scenarios to verify its generaliza-
tion and cross-linguistic effectiveness. Considering that current speech
recognition and speaker verification systems are continuously improv-
ing in terms of security and detection capabilities, future research
could also focus on how to maintain a high level of stealthiness in
more complex attack environments while developing more intelligent
adversarial trigger generation strategies.
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