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Abstract; Nowadays, face recognition technology has been increasingly used
on smartphones. But it is vulnerable, and easy to be attacked by presentation
attacks, which disrupt the face recognition system by presenting a facial bio-
metric artifact including photo, video replay, and 3D masks. Liveness detec-
tion is considered an effective method to detect and mitigate such attacks,
and plenty of algorithms based on liveness detection have been proposed.
However, most of these algorithms are very complex and not feasible. In or-
der to solve this problem, we propose CorneaReflect, a practical and robust
face liveness detection algorithm for smartphone to counter photo-based and
video-based attacks, which performs in face liveness detection by judging
whether the cornea correctly reflects the contents of the screen of the mobile
phone. It does not require any additional hardware or any user interaction.
Experimental results show that CorneaReflect can effectively detect photo-
based attack and video-based attack, and also has a considerable success rate
for the face authentication under different situations.
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The human face, like fingerprints, is a unique biological feature that can be
used for identification. In recent years, face recognition technology has become
increasingly used in the field of consumer electronics, especially in smartphones.
For example, this technology has been used to unlock the smartphone screen
and do mobile payment. What is more, face recognition technology has been
gradually applied in business, such as enterprise employee management, remote
account opening, online medical registration, online payment etc. But face rec-

ognition technology is vulnerable, as attackers can deceive the face recognition
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system by demonstrating a false authentication evidence like photos, videos and
3D mask in front of the sensor of face recognition system [1]. To combat such
attacks, many scholars have conducted in-depth research and published a large
number of research papers. One effective method is facial liveness detection,
which is used to verify whether the face presented in front of the face recognition
system sensor is a living body, not a photo, video or 3D mask.

At first, people use some simple methods to perform the liveness detection,
like challenge response approach [13,14,15,16,17]. It requires users to interact
with the system in real time. The blink response is one of the typical approaches
of challenge response. However, a well-known spoofing occurred in 2012 in-
trude the system requiring the user to blink. The adversary spoofed the system
merely by an eyes-opening photo and an eye-closing photo [12].

In order to make the attack against face recognition more difficult, people
propose the hybrid approaches. These approaches involve face and other biomet-
ric traits in the verifying mechanism. One of them purposed to conduct finger-
print authentication at the same time [ 26 ]. Another researcher enhanced the
system by facial thermo-gram and generic face detection mechanism during the
experiment [ 2, 3]. What is more, the inertial sensors and the head pose chan-
ges involved into the face authentication [4]. However, these solutions can’t
solve the problem radically, which once showed in the research that attackers
can invade the system by even a single biometric trait [ 27 ].

Some more advanced liveness detection techniques are proposed against the
attacks. One of them is texture-based approaches, which are based on analyzing
microtextural patterns in the facial image samples [ 247]. As postulated, the real
surface properties differentiate from the counterfeited pigments. Some study
contrived micro-texture and a linear SVM to counter counterfeit spoofing [5].
Some studies have been validated by local binary detection, but this type of
method requires a very ideal experimental environment and complex algorithm
requirements [ 6 ]. A multispectral face sensor grabbed a near-infrared and visi-
ble image spontaneously. The detector could simply detect the color and texture
information of the counterfeit [ 7]. However, these texture analyses are con-
stantly hampered by the unpractical condition and intricate algorithm.

Another advanced liveness detection technique is 3D Recognition, which
postulated the face should have a depth feature if the face is a real one. Howev-
er, this defending technique failed as the adversaries enhance their tactic. There
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was a team who build virtual 3D modal on the generic mobile phone screen and
easily attack the ordinary system [25]. The virtual reality system had been aug-
mented to a sufficient level to fortify any kind of user to bypass. Traditional 3D
detecting measure was mainly depend on optical flow analysis, the motion speed
of the central is higher than the outer region [8]. Some generated the optical
flow from the whole face rather than part of it [9]. Other parts of the face sug-
gested a liveness detection algorithm which analyzes the optical flow in detecting
ears, nose, and mouth [10]. This algorithm is not effectively on depth charac-
ter detection. Recently, the light field camera was contrived to optimize this
mechanism. Through the direction and the intensity of the incoming light rays,
the camera pictured the details of depth information just on a single image [117].
However, it is not pragmatic to generate special light conditions for these solu-
tions.

Although some of these advanced liveness detection techniques like texture-
based approach and 3D recognition work well against presentation attacks, they
have requirements of special hardware like high-resolution camera and light field
camera. For consumer electronics, people would like to pay more attention to
the cost rather than security, and it is good enough to have the ability to combat
photo-based attacks and video-based attacks. A liveness detection technique that
does not require the addition of special peripherals is more suitable for mobile
phones and other consumer electronics.

In this paper, our contributions are mainly included:

1) We introduced the popular presentation attacks and presentation attack
detections on face recognition technology.

2) We conducted a study to propose a face liveness detection mechanism
based on corneal reflection for smartphone.

3)We performed a series of experiments to evaluate the practicality, robust-
ness and usability of CorneaReflect, respectively.

Experimental results show that CorneaReflect can effectively detect photo-
based attacks and video-based attacks, and face authentication in different situa-

tions also has a considerable success rate.
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1 PRELIMINARIES

1.1 FaceAuthentication for Smartphone

Face authentication for smartphones generally consists of two subsystems:
one is face recognition and one other is face liveness detection, as Fig. 1 shown
below. The face recognition subsystem is responsible for confirming whether it
is a legitimate user. The face liveness detection subsystem is responsible for
confirming whether the verification object is a living body. Only when both sub-
systems are authenticated, the face authentication system determines that the i-
dentity verification is successful. The face recognition subsystem obtains the
face data of the verified user through the front camera of the mobile phone, and
compares it with the face data of the legitimate user in the database. When they
are consistent, it is considered a legitimate user. The face liveness detection
subsystem considers the verification object to be a living body by detecting that
the verification object has a certain specific living characteristic through the front
camera or other sensors of the mobile phone. The face detection subsystem is an
important module for mobile phones against presentation attacks. Different sen-

sors or cameras are used to achieve different face liveness detection mechanisms.

Legal user face
database

Face image

— face recognition —

P pass/fail

! face liveness detection
image/video :
/sensor data :

Fig. 1 Face Authentication for Smartphone
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1.2 Presentation Attack and The Problem to Be Solved

Face authentication is to capture a facial image through a camera to identify
a legitimate user, so the attackers spoof the face authentication system by pres-
enting a fake face of a legitimate user in front of the camera. This is called pres-
entation attack [ 25]. Presentation attack poses a serious threat to the face au-
thentication system. The attacker uses photos, videos, or 3D masks to disguise
a legitimate user, and the face recognition subsystem is unable to distinguish be-
tween the face biometrics taken from a living person and the face biometrics
forged from the person’s facial photos/videos/3D mask. That is why the face
authentication system introduces a face liveness detection [ 28 ] subsystem to
combat presentation attack.

Face liveness detection depends mainly on the information obtained by the
sensor or camera. There are many existing face detection mechanisms, including
challenge response approach, hybrid approach, texture-based approach and 3D
recognition approach. It is very effective against 2D forgery attacks by the 3D
recognition approach, but it requires the light field camera or other special hard-
ware. Texture-based approach also has requirements of high-resolution camera.
Both of these approaches add hardware cost, making it a low-cost solution for
smartphones. Although the challenge response method does not require the ad-
dition of special hardware, it has a long interaction time and a poor user experi-
ence. Therefore, a practical and feasible solution should be proposed to solve all
these problems.

In fact, making a 3D mask requires high-resolution face photo from multiple
angles, which is very difficult and costly. For smartphones, it is good enough to
have the ability to combat photo-based attacks and video-based attacks. In this
paper, our proposed face liveness detection mechanism, CorneaReflect, aims to
prevent both photo-based attacks and video-based attacks without adding hard-

ware and interaction.
1.3 Corneal Reflection

Cornea is a transparent substance covering the pupil and iris of the human
eye, which has a strong refractive ability. Its surface is covered with a thin layer
of tear, which helps to moisten and smooth the cornea, to make the surface of
the cornea have mirror-like reflection characteristics [137]. Light is reflected not
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once but four times from the eyes, although some are hard to see. These reflec-
tions are named Purkinje images [ 14 ], as Fig. 1 shown below. The reflection on

the outer surface of the cornea is the strongest [15].

Incident
Light

Purkinje Reflection

Fig. 2 Purkinje Reflection

When people stare at a light source, the reflection in their eyes will fall on
the area of the pupil, which is generally black [15]. This makes it easy to dis-
tinguish the corneal reflection from the black pupil. When you take a picture of
a person’s face with some higher-resolution cameras, you can see clearly what’s
reflected by looking at the eyes.

Corneal reflection has been used in some research fields. For example, the
most popular 2D function interpolation method for establishing remote gaze
points (RGE) was achieved by using the vector between pupil center and the
corneal reflection [16]. Michael Backes et al. extracted the clear letter image in-
formation reflected by the cornea from the human eye image captured by the
magnifying camera lens [17]. Rob Jenkins and Christie Kerr use a high-resolu-
tion camera to take pictures of people to identify other people’s faces through
corneal reflections in order to provide a way to confirm the identity of the sus-
pect[ 187.

Research mentioned above shows that the real cornea is reflective. By con-
trary, the cornea of the face in the general photos and videos is not reflective,

which will be proved in Section 3. 1.

2 OUR APPROACH

In this paper, we proposed CorneaReflect, a practical and robust face live-
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ness detection mechanism for smartphone based on the corneal reflection to
counter the photo-based and video-based attacks. The mechanism is shown in
the Fig. 3 below. First, the user needs to place the face in front of the front
camera on the smartphone. Then, CorneaReflect allows the smartphone screen
to display some random information and reflect it by the cornea. During the face
authentication, the front camera of the smartphone captures the reflection of the
smartphone screen on the cornea. As we know, the real cornea is reflective
while the cornea of the face in the general photos and videos is not reflective. If
the reflection and display are the same, the cornea is real, otherwise it is a for-
gery. In this way, CorneaReflect can effectively tell whether this is a photo-
based/video-based attack or not without additional hardware and complex user

Interaction.

Camera record video

information display

Reflect screeninformation

Fig. 3 The Liveness Detection Mechanism for Smartphone Based on Corneal Reflection

2.1 Design overview

CorneaReflect consist of three modules, as shown in Fig. 4. First, the video
capture module displays the information on the phone screen and calls the front
camera to record the video of the entire face authentication process. Then, the
video analysis module analyzes the face authentication video and extracts the in-
formation from the video. Finally, the results analysis module compares the in-
formation extracted from the video with the information from the video capture
module. If they are the same, the corneal is real, otherwise it is forged.
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Video analysis module

Result analysis module

Video capture module

Fig. 4 The system view of CorneaReflect

2.2 Information displayed on smartphone screen

The information displayed on smartphone screen can be photos, videos, a
color sequence, etc. What kind of information to display needs to consider two
important factors. One factor is to ensure that information can be captured and
identified correctly by the camera. In fact, light intensity, camera resolution,
ambient illumination and other related factors have a great impact on the correct
identification of information, especially when the information is photos and vide-
os with lots of details. Daniel f. Smith found that in the case of strong light, e-
ven colors are difficult to recognize. And finally he had to conduct the experi-
ment in a dark house [44]. Our design is to randomly display several black or
white photos one by one on the screen of the smartphone. These black or white
pictures consist of a black-and-white photo sequence and are much easier to be i-
dentified correctly than photos and videos with many details.

The other factor is to ensure that the mechanism can counter photo-based
attacks and video-based attacks. If the attacker does not know the black-and-
white photo sequence displayed on the smartphone screen, then the correct face
verification video cannot be forged. Therefore, the black-and-white photo se-
quence should be as random as possible, making it difficult for attackers to
guess. Assuming that n black or white pictures are displayed, there are only 2
choices for the photo, then there are 2" sequences in total. If the sequence is
treated as a password, the size of the entire password space is 2°n. To make the
password space large enough to combat attacks, n needs to be as large as possi-
ble. But the larger n is and the more pictures are displayed, the longer the time
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for authentication will become. Therefore, the value of n needs to be balanced.

Our design allows the smartphone screen to display 10 photos, so the pass-
word space reaches 2'0, which is 1024 size and has high security and ensures
that the verification time will not be too long. Assume that the black photo indi-
cates ‘0’ and the white photo indicates ‘1’. If the random information displayed
the smartphone screen is 0000001111, then the smartphone screen will display
the photos of “black, black, black, black, white, white and white” one by one.

As shown in Fig. 5.

Random information: 0000001111

Fig. 5 Random information to Information display

When the black-and-white photo sequence is displayed too quickly, it may
not be able to distinguish each photo. The photos displayed on the screen of the
smartphone are equivalent to a continuous signal, as shown in Fig. 6. Camera
records video, which is equivalent to sampling the continuous signal displayed
on the screen. Video frame rate fps is equivalent to the sampling frequency
fs.max, and photo switching frequency sps of the screen is equivalent to the

frequency of the continuous signal fmax. According to the sampling theorem

[22], if

fs.max>2 % fmax @Y)
Then the continuous signal could be recovered. Therefore, if
fps=>2 *sps (2)

Each photo of the black-and-white photo sequence coulddistinguished.
In our design, the fps is between 10 and 30 p/s, and sps is 2 p/s.

2.3 Information extraction and analysis

After the process of face authentication is completed, the video capture
module sends the video of the face authentication process to the video analysis
module. The video analysis module needs to perform a series of processing to
extract information from the video, as shown in Fig. 4. The related processing is
as follows:
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(1) Convert video to frames.

Video needs to be converted to frames for further processing to get informa-
tion. After the conversion, a video becomes several frames.

(2)Frame extraction.

Information will be extracted from the frames which converts from the vide-
o. Some of the frames contains the same information. For example, assuming
the video frame rate is 10p/s and each photo is displayed on the screen for 1 sec-
ond, then the captured video will have 10 frames for each photo. Therefore, it is
enough to select one frame for each photo to analyze the information.

But it is not arbitrary to select a frame for analysis. When each photo dis-
played on the smartphone screen switches to another photo, the switching
process lasts for a short period of time, which is called the response time, usual-
ly in the millisecond level. During this response time, the screen of the smart-
phone is switched between black and white photos. This intermediate state can
be captured during camera recording, which is called a semi-illuminated frame,
as shown in Fig. 6. The semi-illuminated frame could result in an inability to
confirm whether the photo displayed on the screen is black or white. Therefore,
when selecting frames for analysis, try to avoid selecting the semi-illuminated

frame.

Litter—
illuminated

semi—
illuminated

Full-
illuminated

Fig. 6 semi-illuminated frame

The best way to invalidate a semi-illuminated frame is to select a frame that
is captured in the intermediate instant of each photo display period, which is
called an intermediate frame. They are located at the most stable moments dur-
ing each photo display, usually not a semi-illuminated frame. Assuming that the
frame rate is fps and photo switching frequency is sps. Then he intermediate

frames of m th photo in the I th second should be:

=% f o IPs Ips
p=I1l=x fps+m (sps }F( 2spsw (3)
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Here p is the intermediate frame. All intermediate frames can be found by
the above formula. When all the intermediate frames are found, the frame ex-
traction is completed.

(3)Eye extraction.

After the intermediate frame extraction, the video has been converted into
several facial images. We need to further extract the image of the eye. There
have been plenty of researches on eye extraction. For example, Yuille used tem-
plate to extract eye features [19]. Kampmann and Zhang et al. used luminance
edges and the difference in brightness between eye white and iris to extract eye
features [ 20 ], Feng Others use eyelids and eye corners to extract eye features
[217]. Here we use face_recognition-an open source library for eye image extrac-
tion. It is based on the deep learning model in the industry-leading C+ + open
source library dlib. The accuracy of face recognition is as high as 99.38%. It
can identify a person’s face, eyes, eyebrows, mouth, etc. Fig. 7 shows the ima-

ges after eye extraction.

14,jpg 24jpg 34,jpg 44jpg 54pg
64jpg 74.jpg 84.pg 9%4,pg 104,jpg

Fig. 7 eye extraction

(4)ROI extraction.

After eye extraction, it is necessary to further extract the image of the sm-
artphone screen from the corneal reflection to get information. The reflection of
the smartphone screen is a small image near the center of the pupil, which is the
region of the interest, called the ROI. In order to extract ROI, the center of the
pupil should be located first.

Hough transform is a good method to detect the pupil and locate the center
of the pupil. However, there are many details in the eye image, which is the
noise of the Hough transform and will interfere with pupil detection. Therefore,
some image preprocessing needs to be performed first, including conversion to
grayscale image, open operation, canny edge detection, in order to remove noise
and reduce data amount.

First, the eye image is converted from the RGB image to the grayscale im-

age in order to reduce the amount of data. The conversion formula is as follows:
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Gray = R % 0.299 + G % 0.587 + B *x 0.114 D

The RGB image is converted to the grayscale image, as shown in Fig. 8.

RGB gray

Fig. 8 RGB to Gray

Then, an open operation is used to eliminate noise and remove the details of
the eye image. A 5 % 5 convolution kernel is used to perform the open operation
in the eye image. After the open operation, the image changes are shown in
Fig. 9. After these processing, some details in the eye image are blurred and the

pupil’s outline becomes more distinct.

gray morphologyEx

Fig. 9 Fig. 8. RGB to Gray

In order to extract the pupil image better, the canny edge detection is used
to extract the edges, remove the extra details, and greatly reduce the amount of
data. Canny edge detection is a very popular edge detection algorithm proposed
by John F. Canny in 1986 [22]. The algorithm first converts the image into a
grayscale image, and then uses a 5 * 5 Gaussian filter to smooth the noise. The

Gaussian function is as follows:

xz"'yz) (5)

H(x,y)=ﬁexp(— 2 6

we calculate the first derivatives (G, and G,) of the horizontal and vertical
directions in the Gaussian smoothed image, and according to the obtained two
gradient maps (G, and G,) we can find the gradient and direction of the bounda-

ry. The formula is as follows:

Edge_Gradient (G)=,/G,>+G,’ (6)
G,
= -1 =

Angle () =tan™" () (7

y

281



B+ TRESZERBESITENEITMAARS (VARA2019) b &

After obtaining the gradient and direction, the entire image is scanned, and
each pixel is examined, and the point, which gradient is the largest among the
points having the same gradient direction, was selected as candidate point of the
edge. Finally, the double-threshold method is used to find out all the candidate
points and stitch them into contours: for a candidate point, if its gradient is
greater than the high threshold, it is used as the edge point; if it is lower than
the low threshold, it is discarded; if it is between the low threshold and high
threshold, only when the point is connected with other edge point, it is used as
the edge point.

After the above pre-processing, the eye image only retains some contours.,
and then using the Hough transform to extract the pupil image becomes very re-
liable. Because the pupil is circular and often obscured by the eyelids, this case
can segment the pupil well by the Hough transform [22]. Using the Hough
transform to detect a circle, the fundamental is that any point { (x;,y,) |i=1,2
«+n} in the image could be part of the candidate circle set [23]. Knowing that a
point (x;,y;) is on the circumference, we need to find out the circle radius r and
the center coordinates (a, ), the following formula is obtained:

(a—x)*+ (b—y)*=r ®

The point in the (x, y) plane is transformed into a three-dimensional cone
on the parameter space (a, b, r), and the point on the cone corresponds to the
circle of all the points (x,,y,) on the original image. If all non-zero pixels in the
(x, y) plane are converted to these point sets in the (a, b, r) space and their
contributions are added, then the point where the local maximum occurs on the
accumulated space (a, b, ) corresponds to the circle (a,.b,,7,) where the orig-
inal image appears on the (x, y) plane.

Using the Hough transform, the center of the pupil (x,,y,) can be found.
As shown in Fig. 10, the white point is the center of the pupil, and the white
circle is the edge of the pupil.

Fig. 10 Hough transfrom
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Therefore, ROI can be extracted from the center of the pupil.

(5)Information extraction.

After a series of image processing, the eye images have become the ROIL
The information can be extracted from the ROIL

The color depth between white and black is divided into several levels,
called ‘grayscale’. The range is generally from 0 to 255, while the white is 255
and the black is 0. While the smartphone screen displays a white photo, the ROI
has pixels with a larger gray scale value. While the smartphone screen displays a
black photo, the gray scale value of all pixels in ROI will be smaller. Experi-
ments show that if the ROI has a pixel with a gray value greater than 90, it
means that the smartphone screen displays a white photo, otherwise it is a black
photo.

In order to extract information, the gray value is binarized. If the gray val-
ue is greater than or equal to 90, the gray value is set to 1; And if it is less than

90, the gray value is set to 0. As shown in Fig. 11.

[[28 28 26 26 25 29 32 34] [[00 00 00 00 00 00 00 00]
[22 16 14 18 24 29 33 34] [ 00 00 00 00 00 00 00 00]
[20 13 16 10 17 26 35 35] [00 00 00 00 00 00 00 00]
[21 28 92 80 19 25 36 35] :> [00 00 01 00 00 00 00 00]
[25 65146128 23 26 33 33] [00 00 01 01 00 00 00 00]
[22 51131111 24 22 28 31] [00 00 010100 00 00 00]
[16 11 28 43 23 16 28 32] [00 00 00 00 00 00 00 00]
[24 15 2 6 18 23 27 32]] [00 00 00 00 00 00 00 00]]

Before Binary Image Processing After Binary Image Processing

Fig. 11 Gray Value Binarization

Then, if there is 1 in the pixel matrix of ROI, it represents that the smart-
phone screen displays a white photo, otherwise it represents that a black photo
is displayed.

At the end of the analysis, a black-and-white photo sequence can be ob-
tained. The analysis result is compared with the known information displayed on
smartphone screen. If they are consistent, the face authentication succeeds, oth-

erwise it fails.
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3 EVALUATION

The study is divided into three parts to evaluate the practicality, robustness
and usability of CorneaReflect, respectively. In this section, the experimental
process, analysis process and the experimental results will be described in de-

tail.
3.1 Practicality experiment

As mentioned before, research indicates that the real cornea is reflective.
But no research shows that the cornea in the photo and video is not reflective.
Therefore,an experiment was carried out to prove this. However, the attacker
may deceive the system by placing a plane mirror or convex mirror on the cornea
in photos and videos. Another experiment was conducted to determine whether
it works or not.

1) Experiment setup

Experiment 1: The experiment selected 100 different 4032 % 3016 pixels
HD face photos. These face photos were printed as paper photos using 12-inch
glossy photo paper. In addition, these face photos are close to the real head size
displayed on a 32-inch 4K display. Paper photos and monitors are placed in front
of the front camera of the phone, pretending to be a real person for face verifica-
tion. The video of the face authentication process will be converted into frames
to analyze whether the cornea can reflect the information on the phone screen. If
it can, record it as “yes”, otherwise record it as “no”.

Experiment 2. The experiment places a plane mirror and convex mirror on
the cornea in photos and videos. The photos and display are the same as experi-
ment 1. If the attacker can deceive the system in this way, record it as “yes”,
otherwise record it as “no”.

2) Experiment result

Experiment 1: In the experiment, a large number of frames need to be ana-
lyzed. So, we wrote a small program to see if the cornea of photos and videos
have reflections on the screen of the phone. The result is shown in the Fig. 12 a-
bove. All the cornea both in photos and videos cannot reflect the information on
the phone screen. Therefore, the cornea in photos and videos is non-reflective.

Experiment 2: The statistical results of the experiment are shown in the
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Practicality Experiment 1

100 100

100
myes

50
Eno

Quantity

paper photos display

Fig. 12 Practicality experiment 1

Fig. 13 above. No attack succeeded, no matter whether a plane mirror or convex
mirror on the cornea. Actually, there are very different reflection properties be-
tween the cornea and the plane mirror/convex mirror. Perhaps, by customizing

an artificial forgery similar to the cornea, it is possible to successfully deceive

the CorneaReflect.

Practicality Experiment 2

100
10
100
= 0 mpl i
= ane mirror
S 60 P
T 40 B convex mirror
o 0
20 0 convex mirror
0 s plane mirror
yes  no

Fig. 13 Practicality experiment 2

3.2 Robustness experiment

Robustness is very important for a system. We will verify the robustness of

the CorneaReflect from three aspects: environmental factors, device factors and

user factors.

1) Experiment setup
The experiment selected 100 participates. Among them, there are 50 males
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and 50 females, aged between 18 and 60, 25 injunior school or below, 26 in high
school education, 30 in undergraduate degree, and 19 in master’s degree. There
are 85 yellow people, 7 black people, and 8 white people. The experiment will
be performed under different conditions, including different light intensity (see
Fig. 14) and ambient illumination. Besides, the experiment will be carried out

on different smartphones with different screen size and camera resolution.

Weak light intensity Normal light intensity Strong light intensity

Fig. 14 different light intensity

All participants followed the experiment instructions below: Firstthey are
asked to stay still, not wearing glasses. Then, they open the app in the smart-
phone and keep the distance between the phone and the face between 30 and 45
cm, so that the camera can capture the entire face and level with the eyes. Final-
ly, click on the “Start” button to start the face authentication and record a vide-
0. During the face authentication process, the participants are required to keep
their eyes open and look at the front camera. All participants are asked to com-
plete the experiments under different light intensity, different ambient illumina-
tion, different screen size and different camera resolution.

The number of successes will be recorded and the success rate will be calcu-
lated.

2) Experimentresult

Environmental factors.

In the daily life, smartphone will be used under different environment, like
different light intensity and many kinds of ambient illumination including lamp,
computer screen, the light through windows, etc. They may affect the success
of face authentication.

We count the success rate of all participants in the case of different light in-
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tensity and ambient illumination. The data is shown in Fig. 15. It shows that
the intensity of light has a great impact on the success rate. A high success rate
close to 100% will be achieved under a proper intensity of light. Under a strong
intensity of light, success rate drops down to 66%. This is because the arca of
the smartphone screen reflected on the cornea under strong light intensity will
become smaller than the area under normal light intensity. If the location of pu-
pil center is not accurate, the ROI may not involve smartphone screen reflec-
tion, and that will result in an error of in information extraction. In the case of
weak light intensity, the face will not be so obvious that the program will make
mistakes in identifying the pupil center, which will also lead to information ex-
traction errors.

Besides, Fig. 14 shows that ambient illumination has little effect on success
rate. This is because when the user sees the front camera of the smartphone,
the reflection of the ambient illumination in the cornea is always outside the cen-

ter of the cornea.

success rate vs light intensity and ambient illuminations

0
100% 75 89% 95% 924

90%
80%
67% 66%

70% 66
60% m light intensity without
50% ambient illuminations
40% ® light intensity with
30% ambient illuminations
20%
10%

0%

weak normal strong

success rate (%)

Fig. 15 Success rate vs light intensity and ambient illuminations

Device factors:

This experiment was conducted to reveal whether screen size and camera
resolution have an impact on success rate. Xiaomi 6 mobile (5. 15 inch) and Xi-
aomi 8 mobile (6. 26 inch) were used to carry out this experiment. The front
camera resolution can be set to 480 * 640, 720 * 1280, 1080 * 1920 three res-
olutions. We calculate the success rate of using different phone screen sizes and
camera resolutions in normal light intensity and without ambient lighting. The
result is shown in Fig. 16. Obviously, the screen size and camera resolution have
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little effect on the success rate. This is because CorneaReflect only needs to cap-

ture black/white photos and extract a small area of ROI for information extrac-

tion.

success rate vs camera resolution and screen size
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Fig. 16 Success rate vs camera resolution and screen size

User factors:
Face authentication is operated by the user, so the user must have a great
influence on the CorneaReflect. In this experiment, we consider the impact of

age, gender, education and ethnicity on CorneaReflect. Fig. 17 shows that user

success rate vs age

success rate vs gender
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Fig. 17 Success rate vs user factors
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factors have a litter influence on success rate. Participants between the ages of
45 and 60 have a significantly lower success rate than other age groups, only
85%. The success rate of participants between the ages of 18 and 35 is very sim-
ilar between 35 and 45. Besides, the success rate of male and female are almost
the same. Participants with junior school or below have a significant low success
rate, and most of them are between 45 and 60 years old. Finally, we can see
that there are some differences in the success rates between different races. But

the number of some races is too small to be statistically significant.
3.3 Usability experiment

Verification time is a very important indicator of usability. In this experi-
ment, we calculated the verification time of all the experiments conducted be-

fore. The result is shown in Fig. 18.
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Fig. 18 Verification time

It takes some time forCorneaReflect to send the videos of face authentica-
tion to the server for analysis, which we define as #,. And ¢, is determined by in-
ternet speed and the video size. Besides, it takes a longer time to analyse the
video of face authentication, and we define the time as ¢,. The ¢, is determined
by the video size. What’s more, Smartphone screen will display black-and-white
photo sequence, and we define the time as z,. So, the verification time,

t,=t,+t,+ t, (9
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Fig. 18 shows the verification time of the five experiments. We can see that
the verification time is only related to camera resolution. Verification time con-
sists of internet speed and video file size. The higher the camera resolution is,
the bigger the video file size is. It results in that z,and ¢, become bigger. There-
fore, t, will become bigger.

In our design, the verification time is too long. We should find out some
method to solve this problem. In order to reduce the verification time, we should
use 480 % 640 as the camera resolution. What's more, analyzing the video of face
authentication on smartphone can delete the z,, which will reduce the verification

time a lot.
3.4 Experimental summary

The experiments prove the practicality and robustness of CorneaReflect. In
the case of different environments, different devices and different users, the
success rate is still high, the average value is about 90%. The experimental re-
sults show that the long verification time leads to poor usability and still needs

to be improved.

4 CONCLUSION

In this paper, we propose CorneaReflect, a practical and robust face live-
ness detection mechanism for smartphone to counter the photo-based and video-
based attacks based on the corneal reflection. The smartphone screen displays a
black-and-white photo sequence which is reflected by the cornea. Then reflection
on the cornea is captured by the smartphone’s front camera. Finally, we can tell
whether the reflected information matches the displayed information. The ex-
periments confirmed that CorneaReflect is feasible, robust and usable, and it

can effectively counter the photo-based and video-based attack.
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